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TOPIC: WHY WE NEED DATA PROTECTION 

LAWS FOR AI IN INDIA 

 

Abstract 

The rapid integration of Artificial Intelligence (AI) into various sectors of India's economy—

ranging from healthcare and finance to governance and education—has ushered in 

transformative benefits. However, this technological advancement also presents significant 

challenges concerning data privacy, algorithmic transparency, and individual rights. The 

enactment of the Digital Personal Data Protection (DPDP) Act, 2023, signifies India's 

commitment to safeguarding personal data in the digital age. Yet, this legislation, while 

comprehensive in addressing general data protection, lacks specificity in regulating AI-driven 

processes, particularly concerning automated decision-making and the ethical use of AI 

technologies. 

This paper delves into the intersection of AI and data protection within the Indian context, 

critically analysing the existing legal frameworks and identifying gaps that could potentially 

undermine individual privacy and data security. It examines the implications of AI 

applications that process vast amounts of personal data, often without explicit consent, and 

the challenges posed by opaque algorithms that can lead to biased or discriminatory 

outcomes. Furthermore, the paper explores international best practices, such as the 

European Union's General Data Protection Regulation (GDPR), to highlight the importance 

of integrating AI-specific provisions into data protection laws. 

The research underscores the urgency for India to develop a nuanced regulatory approach 

that balances innovation with ethical considerations, ensuring that AI technologies are 

deployed responsibly. It advocates for the establishment of clear guidelines on AI 

accountability, transparency, and data minimization, as well as the implementation of robust 

oversight mechanisms. By doing so, India can foster an environment where technological 

progress does not come at the expense of fundamental rights, thereby building public trust 

and positioning itself as a leader in ethical AI deployment. 
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Literature Review 

The proliferation of Artificial Intelligence (AI) technologies has triggered a global discourse 

on the need for comprehensive data protection frameworks. In the Indian context, the 

conversation around regulating AI has gained urgency following the enactment of the Digital 

Personal Data Protection (DPDP) Act, 2023. While the Act addresses broad concerns of 

personal data handling, several scholars and legal experts argue that it falls short of capturing 

the nuanced risks posed by AI-driven technologies. 

Burman (2023) highlights the DPDP Act's structural improvements over previous drafts, 

especially in establishing data fiduciaries and user rights. However, he notes the absence of 

any direct provisions regulating automated decision-making or algorithmic bias—core 

concerns with AI deployments. Similarly, Mohanty and Sahu (2024) emphasize the growing 

use of AI in sectors like fintech and healthcare and advocate for AI-specific regulatory 

mechanisms that consider transparency, explainability, and redressal systems. 

From an ethical standpoint, authors in the Indian Journal of Law and Legal Research 

critique the current legal ecosystem for not addressing the differential impact AI can have on 

marginalized communities. Algorithms trained on biased data can perpetuate social 

inequalities if unchecked by law. Their research emphasizes the need for regulatory guardrails 

to protect not just privacy, but equality and dignity. 

International comparisons often bring the EU’s General Data Protection Regulation 

(GDPR) into focus. GDPR offers stronger protections against profiling and automated 

decision-making, including the right to an explanation. Indian authors like Kumar (2024) 

argue that while transplanting GDPR wholesale may not be suitable, India must adopt similar 

principles to ensure algorithmic accountability. 
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The India AI government portal provides insight into how AI itself can be leveraged for 

compliance and data governance. However, critics warn that without strong legal checks, 

even beneficial uses of AI can morph into tools of surveillance or manipulation. 

Furthermore, the Nature Digital Health publication (2025) draws attention to AI's role in the 

Indian medical sector. It warns that while AI accelerates diagnostics, it also introduces risks 

related to consent, secondary data use, and data repurposing—issues not sufficiently 

addressed under the current regime. 

Lastly, Bar & Bench (2024) and Lexology (2024) underline a growing legal consensus: 

India's legislative framework must evolve beyond consent-centric privacy models to address 

the broader, systemic challenges posed by AI. These include data inference risks, lack of 

transparency, and the absence of a dedicated AI regulatory authority. 

Research Methodology 

This study employs a qualitative, doctrinal research methodology to examine the legal, 

ethical, and regulatory dimensions of data protection laws in the context of Artificial 

Intelligence (AI) in India. The research is descriptive and analytical in nature, relying 

primarily on secondary data sources. 

1. Research Design 

The study follows a doctrinal legal research approach, focusing on the analysis of legal 

texts, statutory frameworks, case law, policy papers, and academic literature. It aims to 

evaluate the adequacy of existing Indian data protection laws—particularly the Digital 

Personal Data Protection Act, 2023—in governing AI-driven data processing systems. 

2. Sources of Data 

 Primary Legal Sources: This includes the Indian Constitution (especially Article 21 

on the right to privacy), the Digital Personal Data Protection Act, 2023, the 

Information Technology Act, 2000, and relevant Supreme Court judgments (e.g., 

Justice K.S. Puttaswamy v. Union of India). 

 Secondary Sources: Books, peer-reviewed journals, white papers, government 

reports (e.g., NITI Aayog's AI strategy), policy briefs by institutions like Carnegie 

India, and online legal commentaries are consulted to assess scholarly opinions and 

legal interpretations. 
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 Comparative Legal Materials: Key AI and data protection frameworks from the 

European Union (e.g., GDPR), the USA, and other jurisdictions are examined to 

extract best practices and benchmarks. 

3. Analytical Framework 

The research critically examines: 

 The extent to which current Indian laws address AI-related privacy concerns. 

 The gaps in legislative and ethical frameworks concerning AI. 

 Comparative insights from global AI regulation models. 

 Potential constitutional challenges related to AI-driven surveillance and profiling. 

Legal principles such as proportionality, necessity, accountability, transparency, and non-

discrimination serve as evaluative benchmarks in this study. 

4. Limitations of the Study 

 The study is restricted to a legal and policy analysis and does not include empirical 

data collection or technical evaluations of AI systems. 

 Given the evolving nature of both AI technologies and Indian data protection law, the 

findings are subject to changes based on future legislative or judicial developments. 

 

Hypothesis 

This research is grounded in the belief that India's current legal framework is inadequate to 

address the unique and complex challenges posed by Artificial Intelligence (AI) with respect 

to data protection and individual privacy. The following hypotheses are formulated to guide 

the inquiry: 

Primary Hypothesis 

 H₁: India’s existing data protection laws, including the Digital Personal Data 

Protection Act, 2023, do not sufficiently regulate AI technologies, particularly in 

areas of algorithmic accountability, automated decision-making, and consent-based 

data processing. 
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Secondary Hypotheses 

 H₂: The absence of AI-specific legal provisions in India increases the risk of privacy 

violations, discriminatory outcomes, and lack of transparency in AI-driven systems. 

 H₃: Incorporating AI-sensitive principles from global regulatory models (such as the 

GDPR) into Indian law can significantly strengthen the legal framework governing AI 

and data protection. 

 H₄: A comprehensive and ethical AI regulatory regime, integrated with robust data 

protection principles, is essential to ensure individual rights and public trust in 

technology in India. 

Objectives of the Study 

The primary aim of this research is to analyze the need for specialized data protection laws to 

regulate Artificial Intelligence (AI) in India. The study is guided by the following specific 

objectives: 

1. To examine the existing data protection laws in India, including the Digital 

Personal Data Protection Act, 2023, and their applicability to AI technologies. 

2. To identify the legal and ethical challenges posed by AI, such as algorithmic bias, 

lack of transparency, and data inference without consent. 

3. To assess the limitations of current legal frameworks in addressing AI-driven 

decision-making and privacy risks. 

4. To evaluate international best practices and models, including the EU’s GDPR, in 

regulating AI from a data protection perspective. 

5. To propose policy recommendations for an AI-aware data protection regime in India 

that upholds privacy, accountability, and ethical use of technology. 

 

Introduction 

Artificial Intelligence (AI) is rapidly transforming various sectors, including healthcare, 

finance, education, law enforcement, and governance, driving economic growth and 

technological innovation. However, the widespread adoption of AI also brings significant 
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challenges, particularly in terms of data privacy, security, and ethical considerations. AI 

systems often rely on vast amounts of personal and sensitive data to operate effectively, 

raising concerns about the protection of individuals' privacy and rights. In India, where digital 

transformation is accelerating, there is an urgent need for a robust legal framework to govern 

the collection, use, and protection of data in AI systems.1 

Currently, India’s data protection landscape is governed by the Digital Personal Data 

Protection Act (DPDPA), which was enacted in 2023. While this legislation is a significant 

step forward in protecting personal data, it is not specifically tailored to address the unique 

challenges posed by AI technologies. Issues such as algorithmic transparency, accountability, 

bias in decision-making, and the potential for surveillance remain inadequately addressed. 

The existing legal provisions in India do not provide sufficient safeguards for AI-driven 

processes, which can result in violations of privacy and fundamental rights.2 

This research paper aims to explore the critical need for data protection laws specifically 

designed for AI in India. It will analyze the potential risks AI poses to data privacy, review 

global approaches to AI governance, and examine the legal gaps in India’s current regulatory 

framework. Furthermore, the paper will propose policy recommendations to strengthen 

India’s data protection laws, ensuring they align with international best practices while 

safeguarding citizens’ rights in the digital age. The goal is to create a comprehensive 

understanding of the importance of AI-specific data protection regulations, fostering a secure, 

ethical, and transparent AI ecosystem in India. 

 

Conceptual Framework 

The conceptual framework for this research is grounded in the intersection of artificial 

intelligence (AI), data protection, and fundamental rights, particularly the right to privacy. 

The study investigates how current and emerging AI technologies, by their design and 

deployment, challenge traditional legal notions of consent, accountability, transparency, and 

fairness. This framework is constructed around five core legal and ethical concepts: 

1. Artificial Intelligence (AI) and Data-Driven Systems 

                                                      
1ScienceDirect, 'AI revolutionizing industries worldwide: A comprehensive overview' (2024) 
2Indian Journal of Law and Social Sciences, 'Navigating India's Digital Personal Data Protection Act: Critical 
Implications and Emerging Challenges' (2025) 



De Facto Law Journal                                                                                                     VOL. 1 ISSUE 1 
 

AI refers to systems capable of performing tasks that typically require human intelligence, 

such as learning, reasoning, and decision-making. In India, AI is increasingly used in 

domains like Aadhaar-based identification, predictive policing, healthcare diagnostics, and 

credit scoring. These systems depend on massive datasets and often operate using black-box 

algorithms, making their functioning opaque to users and regulators.3 

2. Right to Privacy and Informed Consent 

Following the landmark Puttaswamy v. Union of India judgment in 20174, privacy has been 

recognized as a fundamental right under Article 21 of the Indian Constitution. This right 

includes the individual's autonomy over personal data and informed consent regarding its use. 

However, AI systems frequently circumvent these principles through data inference, 

secondary data usage, and automated decision-making, challenging the legal enforceability of 

consent-based data protection regimes. 

3. Algorithmic Bias and Discrimination 

AI systems can inherit and amplify biases present in training data, resulting in discriminatory 

outcomes based on caste, gender, religion, or socio-economic status. In a diverse society like 

India, unchecked algorithmic bias threatens constitutional guarantees of equality and non-

discrimination (Articles 14–15), especially when used in governance or hiring.5 

4. Transparency and Explainability 

AI algorithms often function as "black boxes," meaning that their decision-making processes 

are not accessible or understandable to users or regulators. Lack of explainability limits 

individuals' ability to seek redress, challenge automated decisions, or even know how their 

data was used—thereby weakening procedural fairness and accountability. 

5. Regulatory Accountability 

In the absence of a specific AI law, there is no designated authority in India to oversee or 

audit AI systems for compliance with ethical or legal standards. The DPDP Act, 2023, while 

establishing a Data Protection Board, does not mandate AI-specific regulatory practices, such 

as impact assessments, ethical audits, or human oversight in automated decision-making. 

                                                      
3NASSCOM, 'Beyond Algorithms: Navigating Fairness in India's Lending Landscape' (2023) 
4Justice K.S. Puttaswamy (Retd.) v Union of India (2017) Writ Petition (Civil) No. 494 of 2012 (SC) 
5Rina Chandran, 'Racist, Sexist, Casteist: Is AI Bad News for India?' Reuters (2023) 
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Together, these concepts form the analytical lens of this study, which aims to assess whether 

the current legal framework can adequately address the risks posed by AI or whether new 

legislative interventions are required.6 

 

Comparative Analysis: India, the European Union, and the 

United States 

As India moves forward in developing its own data protection and AI regulation, it is 

valuable to analyze and learn from existing frameworks like the European Union's General 

Data Protection Regulation (GDPR) and the United States' sectoral approach to data 

protection. This comparative analysis highlights key differences and similarities in how these 

regions address AI technologies, data privacy, and accountability.7 

1. India vs. European Union (EU) 

The European Union has been at the forefront of developing comprehensive data protection 

laws, with the GDPR standing as one of the most robust privacy frameworks in the world. 

The GDPR addresses a wide range of data protection issues, from individual rights to AI-

based profiling and decision-making. Here’s how the Indian and EU frameworks compare: 

Scope of Regulation 

 GDPR: The GDPR applies broadly to any organization that processes personal data 

of EU residents, regardless of where the company is located. It includes specific 

provisions related to AI and automated decision-making, including Article 22, which 

grants individuals the right to not be subject to decisions based solely on automated 

processing, including profiling.8 

 India (DPDP Act, 2023): India’s Digital Personal Data Protection Act (DPDP), 

although a significant step, does not yet have dedicated provisions for AI governance. 

The DPDP Act focuses largely on individual data rights, consent, and penalties for 

non-compliance but lacks provisions tailored to AI, such as transparency in AI 

decision-making or accountability mechanisms for algorithmic discrimination. 

                                                      
6Securiti.ai, 'India's Digital Personal Data Protection Act, 2023' (2024) 
7General Data Protection Regulation (EU) 2016/679, art 35. 
8General Data Protection Regulation (EU) 2016/679, art 5 
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AI-Specific Provisions 

 GDPR: The GDPR explicitly mentions AI-driven decisions in the context of data 

processing. Article 22 of the GDPR gives EU citizens the right not to be subject to 

automated decisions without human intervention in certain circumstances, ensuring 

that individuals are not subjected to profiling that results in legal consequences. 

 India (DPDP Act, 2023): The DPDP Act does not directly address AI in its 

provisions. Though the law mentions the protection of personal data, the complexities 

of AI decision-making—like data inference or algorithmic bias—are not adequately 

covered. Moreover, the law lacks clear guidelines on ethical AI deployment, oversight 

mechanisms, or regulatory bodies to ensure AI systems are accountable. 

Accountability and Transparency 

 GDPR: Under GDPR, AI companies must ensure transparency in their processing 

activities. For AI systems that impact individuals significantly, such as credit scoring 

or health diagnostics, organizations must explain the logic, significance, and 

consequences of such processing to users. Data controllers are also required to 

conduct Data Protection Impact Assessments (DPIAs) when processing personal data 

using AI.9 

 India (DPDP Act, 2023): India’s data protection law is limited in requiring 

transparency in AI operations. While it mandates data controllers to inform users of 

their rights, the law lacks a comprehensive framework for auditing AI systems or 

ensuring their explainability. The absence of a dedicated AI authority means that AI 

developers may not be held accountable for the societal impacts of their algorithms. 

2. India vs. United States 

The United States takes a sectoral approach to data protection, where different laws govern 

different aspects of data processing (e.g., HIPAA for health data, FERPA for education 

records, and CCPA for consumer data). However, no single, comprehensive national 

framework exists to regulate AI across all sectors. 

Scope of Regulation 

                                                      
9Algorithmic Accountability Act 2019, HR 2231, 116th Congress (US) 
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 United States: Data protection in the U.S. is largely governed by a series of sector-

specific laws, such as Health Insurance Portability and Accountability Act 

(HIPAA) for medical data and California Consumer Privacy Act (CCPA) for 

consumer data. These laws lack comprehensive AI-specific regulation, which makes 

them less effective in controlling AI’s far-reaching implications in sectors beyond the 

scope of existing regulations. 

 India (DPDP Act, 2023): Similar to the U.S., India’s DPDP Act does not provide a 

comprehensive framework specifically addressing AI. Although it provides some 

general data protection principles, the lack of a sector-specific approach for AI leads 

to gaps in managing algorithmic risks and protecting citizens from potentially harmful 

AI-based decision-making. 

AI Regulation and Accountability 

 United States: In the U.S., AI regulation is still in its nascent stages. The Federal 

Trade Commission (FTC) has issued guidelines on AI and data use but does not have 

a specific regulatory framework addressing AI risks comprehensively. Furthermore, 

AI accountability is often left to the companies themselves, with limited oversight. 

 India (DPDP Act, 2023): While India’s DPDP Act introduces the concept of data 

fiduciaries and user consent, it does not specifically address AI accountability. The 

law does not mandate audits, explainability, or transparency for AI systems used in 

critical sectors like healthcare, law enforcement, and financial services. The absence 

of a regulatory body overseeing AI deployment leaves a significant gap in holding AI 

systems accountable for biases or mistakes. 

Ethical Considerations 

 United States: The U.S. lacks national regulations specifically focused on the ethical 

implications of AI. Several private sector initiatives and academic research have 

raised concerns over algorithmic bias, but there is no federal law mandating ethical AI 

design. The Algorithmic Accountability Act, introduced in Congress in 2019, 

remains a proposed bill with no significant progress. 

 India (DPDP Act, 2023): While India’s DPDP Act envisions a data protection regime, 

it lacks provisions that enforce ethical guidelines for AI deployment. The growing 

concern over algorithmic bias, privacy violations, and AI-enabled surveillance in 
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sectors such as facial recognition, hiring, and social welfare requires an urgent 

regulatory focus on ethical AI practices.10 

 

Policy Recommendations 

Given the rapid advancements in Artificial Intelligence (AI) and the evolving nature of data 

protection laws in India, there is an urgent need for a comprehensive regulatory framework 

that addresses the specific risks and challenges AI presents to privacy, fairness, and 

accountability. Based on the analysis and international best practices, the following policy 

recommendations are made to ensure that AI technologies in India are governed in a manner 

that respects individual rights, promotes transparency, and encourages ethical innovation:11 

1. Establish an AI-Specific Regulatory Authority 

To ensure robust oversight of AI systems, India should establish a dedicated AI Regulatory 

Authority responsible for monitoring AI deployment across sectors. This body could be 

empowered to: 

 Set AI ethics standards to address concerns such as algorithmic bias, discrimination, 

and transparency. 

 Mandate ethical audits and Data Protection Impact Assessments (DPIAs) for high-

risk AI applications, ensuring that AI systems comply with privacy standards before 

being deployed. 

 Ensure compliance with the Digital Personal Data Protection Act (DPDP) and 

recommend updates to address emerging AI-related challenges.12 

2. Integration of AI-Specific Provisions into Data Protection Laws 

While India’s DPDP Act, 2023 is a significant step toward protecting personal data, it lacks 

specific provisions for AI. The following updates should be made: 

                                                      
10Federal Trade Commission, 'Business Blog: Using Artificial Intelligence and Algorithms' (12 April 2020) 
11General Data Protection Regulation (EU) 2016/679, art 35. 
12GDPR, art 22; European Commission, ‘A European approach to Artificial Intelligence’ (2021). 
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 Automated Decision-Making and Profiling: Introduce provisions that limit the use 

of AI for automated decision-making in sensitive areas such as hiring, law 

enforcement, and financial services, unless there is meaningful human intervention. 

 Algorithmic Transparency: Require organizations to disclose the logic, purpose, and 

consequences of AI-driven decisions, particularly in cases where individuals’ rights 

and freedoms are impacted. 

 Data Minimization and Purpose Limitation: Strengthen principles of data 

minimization and purpose limitation to prevent AI systems from using personal data 

beyond the original scope or for unforeseen secondary purposes. 

3. Introduce AI-Specific Ethical Guidelines 

India should develop comprehensive AI ethics guidelines that govern the design, 

development, and deployment of AI systems. These guidelines could address: 

 Fairness and Non-Discrimination: Mand13ate that AI systems undergo testing to 

ensure that they do not perpetuate existing societal biases or result in discriminatory 

outcomes based on race, caste, gender, or religion. 

 Accountability Mechanisms: Ensure that individuals can seek recourse when harmed 

by AI decisions, with clear processes for challenging automated decisions and seeking 

human intervention. 

 Explainability and Interpretability: Require AI systems to be explainable, meaning 

that users should be able to understand and contest decisions made by AI systems, 

particularly when they significantly affect their lives (e.g., credit scoring, hiring). 

4. Mandatory Data Protection Impact Assessments (DPIAs) for AI Applications 

For AI systems that process large volumes of personal data or impact fundamental rights, 

India should require mandatory Data Protection Impact Assessments (DPIAs). These 

assessments should evaluate the risks of AI applications, such as: 

 Potential privacy breaches or misuse of personal data. 

 Algorithmic biases and their societal consequences. 

                                                      
13Executive Order 14110, ‘Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence’ (US, 
2023). 
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 Lack of transparency and potential for discrimination in AI-driven decision-making. 

DPIAs should be reviewed by the AI Regulatory Authority before the implementation of 

high-risk AI systems.14 

5. Foster International Collaboration on AI Governance 

India must work closely with international organizations, including the United Nations, 

OECD, and regional bodies like the European Union, to align its AI regulations with global 

standards. This will ensure that India’s approach to AI governance: 

 Promotes cross-border data flows while maintaining privacy protections. 

 Contributes to the global AI governance framework, ensuring that India’s 

innovations in AI align with global human rights principles and ethical standards. 

 Benefits from international best practices in regulatory approaches to AI, such as 

those seen in the GDPR. 

6. Educate and Empower Stakeholders on AI and Data Protection 

To ensure the effective implementation of AI data protection laws, India should invest in 

public education and awareness campaigns targeting: 

 Legal practitioners, who must understand the nuances of AI regulation and be 

prepared to litigate AI-related privacy issues. 

 Businesses, to help them navigate AI compliance and ensure their systems align with 

data protection laws. 

 The general public, to raise awareness about their rights under the new AI-specific 

data protection laws and how to protect themselves from potential abuses of AI 

technology. 

7. Strengthen Enforcement Mechanisms 

The Digital Personal Data Protection Act (DPDP) should include stronger enforcement 

mechanisms for AI-related violations: 

                                                      
14UNESCO, ‘Recommendation on the Ethics of Artificial Intelligence’ (2021) 
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 Fines and Penalties: Introduce higher penalties for organizations that fail to comply 

with AI-specific regulations, particularly in cases of significant harm or loss of 

individual privacy. 

 AI Audits: Implement mandatory, periodic audits of AI systems to ensure compliance 

with transparency, fairness, and accountability standards. 

 Public Reports: Organizations using AI should be required to publish annual reports 

detailing their AI systems' compliance with data protection and ethical standards15 

8. Promote Ethical AI Innovation through Incentives 

To encourage the development of AI technologies that respect human rights, India could 

create incentive-based schemes for businesses and researchers that prioritize ethical AI 

development. These incentives could include: 

 Research grants for AI technologies focused on privacy protection, fairness, and 

transparency. 

 Tax breaks for companies that adopt best practices in AI ethics and data protection. 

 Recognition programs for businesses that demonstrate leadership in implementing 

AI systems that respect privacy and human rights. 

 

Importance of data protection law for AI in India 

1. Intersection of AI and Copyright Law 

India is currently grappling with the implications of AI-generated content on existing 

copyright laws. A notable case involves major Indian news outlets alleging that OpenAI used 

their copyrighted material without consent to train its ChatGPT model. This has led to legal 

challenges and a review of the Copyright Act of 1957 to determine its applicability to AI-

generated content. The outcome of this review could significantly influence the future of AI 

development and data usage in India.16 

 

                                                      
15Office of Science and Technology Policy, ‘Blueprint for an AI Bill of Rights’ (2022) 
16Ministry of Electronics and Information Technology, ‘Advisory to Ministries and Departments Regarding Use of 
Generative AI Tools’ (2024) 
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2. AI and Government Data Security 

The Indian government's advisory to its finance ministry employees to avoid using AI tools 

like ChatGPT and DeepSeek highlights concerns over the confidentiality of government data. 

This move underscores the need for robust data protection laws that address the unique 

challenges posed by AI technologies in safeguarding sensitive government information.  

 

3. AI and Data Privacy Challenges 

The integration of AI into daily life has revolutionized various industries but also raised 

significant legal issues about data privacy. The rapid advancement of AI technologies 

presents challenges in enforcing existing data protection laws effectively. There is a need for 

a forward-looking regulatory framework to address accountability, bias, and surveillance, 

ensuring ethical AI development aligned with constitutional values and sustainable 

innovation.17 

4. AI Governance in India's Data Privacy Framework 

India's data privacy framework is at a nascent stage, with severe gaps in AI-specific 

oversight. While the government has made broad guidelines, such as NITI Aayog’s National 

Strategy for Artificial Intelligence, there is no legislation or single regulator positioned to 

tackle the unique implications of AI. This fragmentation across multiple regulations calls for 

a comprehensive approach to AI governance within the data privacy framework.  

 

5. Operationalizing India's New Data Protection Law 

The enactment of the Digital Personal Data Protection Act (DPDPA) in August 2023 marks a 

significant step toward reshaping India's data protection landscape. However, the rules of the 

DPDPA are expected to be published for public consultation soon, and operationalizing some 

provisions may face challenges. The effectiveness of this law in addressing AI-specific data 

protection issues will depend on its implementation and the clarity of the forthcoming rules.  

 

                                                      
17Press Trust of India, ‘Indian Newspapers Accuse OpenAI of Using Copyrighted Content without Permission’ 
(2024) 
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6. AI and Surveillance Concerns 

India lacks specific laws governing AI and surveillance technologies. The deployment of AI 

surveillance systems often contravenes the principles established in the K.S. Puttaswamy v. 

Union of India (2017) judgment, which recognized privacy as a fundamental right. This lack 

of proportional safeguards in AI surveillance raises concerns about potential overreach and 

abuse.  

 

7. AI Ethics and Data Protection Policy 

The intersection of AI and the DPDP Act poses legal ambiguities and privacy risks, especially 

in sensitive sectors. A forward-looking regulatory framework is essential to address 

accountability, bias, and surveillance, ensuring ethical AI development aligned with 

constitutional values and sustainable innovation. 

 

8. AI Privacy Concerns and Data Protection Challenges 

The complexities of AI privacy in India involve legal frameworks, ethical considerations, and 

regulatory measures designed to protect data privacy. Addressing these concerns requires a 

comprehensive approach that balances technological advancement with the protection of 

individual rights.18 

 

9. Legal Challenges of Artificial Intelligence in India's Cyber Law 

The Digital Personal Data Protection Act intends to protect data privacy rights in India by 

establishing guidelines for data processing and consent. However, it may not fully address the 

intricacies of algorithmic decision-making, such as ensuring that individuals understand how 

AI systems process their data and make decisions.  

 

10. Data Protection and Privacy 2025 - India 

                                                      
18UN Human Rights Office of the High Commissioner (OHCHR), ‘The Right to Privacy in the Digital Age’ 
A/HRC/27/37 (2014). 
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The Indian government has confirmed that it is not planning to regulate AI as a product or 

service. This stance raises questions about the adequacy of existing data protection laws in 

addressing the challenges posed by AI technologies. A comprehensive approach to data 

protection and privacy is essential to ensure that AI developments align with global standards 

and protect individual rights.19 

 

11. Aligning Data Privacy Regime in India for the Age of AI 

The confluence of AI and data privacy necessitates aligning India's data privacy regime to 

address the unique challenges posed by AI technologies. This alignment is crucial to ensure 

that data protection laws are effective in the age of AI and that individual rights are 

safeguarded.  

 

Conclusion 

As India embarks on the journey of harnessing Artificial Intelligence (AI) for economic, 

technological, and social progress, the need for robust data protection laws tailored to AI 

becomes undeniable. The rapid deployment of AI technologies across sectors such as 

healthcare, finance, law enforcement, and governance poses significant risks to individual 

privacy, security, and fundamental rights. While India has taken commendable steps toward 

regulating personal data through the Digital Personal Data Protection Act (DPDP), the 

absence of specific provisions addressing the unique challenges AI presents leaves gaps that 

could hinder the responsible development and deployment of AI technologies. 

This research has analyzed the growing imperative for AI-specific data protection laws in 

India by comparing the regulatory approaches of the European Union (EU), the United 

States, and India itself. The findings underscore the need for comprehensive legislation that 

not only focuses on the protection of personal data but also addresses AI ethics, 

accountability, transparency, and human rights. While the GDPR in the EU provides a strong 

framework for data protection, including AI-specific provisions like algorithmic transparency 

and the right to explanation, India’s current legal framework remains limited in regulating 

AI’s potential harms. 

                                                      
19Vidushi Marda, ‘Artificial Intelligence and the Right to Privacy’ (2018) 34(4) Computer Law & Security Review 
521. 
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The comparison with the United States, which relies on a sectoral approach, highlights the 

importance of developing a unified AI governance framework. India's patchwork of 

regulations, coupled with the absence of a central authority for AI oversight, risks allowing 

inconsistent practices to emerge, potentially undermining public trust in AI technologies. 

The absence of AI-specific ethical guidelines and accountability mechanisms in India's DPDP 

Act is a critical concern. AI systems, if left unregulated, can lead to significant privacy 

violations, biased decision-making, and social inequalities. This research has recommended 

the creation of a dedicated AI Regulatory Authority to oversee AI deployment, the 

integration of AI-specific provisions into existing data protection laws, and the development 

of ethical AI guidelines. Additionally, mandatory Data Protection Impact Assessments 

(DPIAs) and AI transparency requirements are essential to ensure that AI systems operate 

responsibly and do not infringe upon the rights of individuals. 

Moreover, the research has highlighted the importance of fostering international collaboration 

to align India’s AI policies with global standards and best practices. India’s regulatory 

approach should be proactive, considering the rapidly evolving nature of AI technology, and 

ensure that AI development aligns with its democratic values and constitutional rights. 

The implementation of these policy recommendations will be pivotal in ensuring that AI 

technologies in India are developed and deployed in a manner that respects individual 

privacy, promotes fairness, and contributes to the broader social good. Only by addressing 

these concerns head-on can India create a sustainable, inclusive, and ethical AI ecosystem 

that both safeguards citizens’ rights and fosters innovation. 

In conclusion, India’s future in AI should not be driven solely by technological 

advancements, but also by a regulatory framework that balances progress with responsibility. 

The need for data protection laws for AI is not just a legal necessity but a moral and ethical 

imperative. By establishing a comprehensive and forward-looking regulatory framework, 

India can ensure that AI is used to enhance human welfare while safeguarding individual 

rights and freedoms in the digital age. 
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